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A mathematical model is used to study the dynamics of ovine brucellosis when transmitted directly from infected individual, through contact with a contaminated environment or vertically through mother to child. The model developed by Aïnseba \textit{et al.} \cite{Aïnseba10} was modified to include culling and then used to determine important parameters in the spread of human brucellosis using sensitivity analysis. An optimal control analysis was performed on the model to determine the best way to control such a disease in the population. Three time-dependent controls to prevent exposure, cull the infected and reduce environmental transmission were used to set up to minimize infection at a minimum cost.
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1. Introduction

Brucellosis is believed to be an ancient disease that was described more than 2000 years ago by the Romans \cite{16}. It is one of the world’s most widespread zoonoses \cite{6,34,35} caused by infection with the bacterial genus \textit{Brucella}. Brucellosis is a systemic, fever-producing infection caused by any of four species of \textit{Brucella} bacteria: \textit{Brucella suis} from pigs, \textit{Brucella melitensis} from sheep, \textit{Brucella abortus} from cattle, and \textit{Brucella canis}, from dogs \cite{37}. \textit{B. melitensis} and \textit{arbotus} have the highest pathogenicity of the four types and can be transmitted to humans \cite{26}. These organisms, which are small aerobic intracellular coccobacilli, localize in the reproductive organs of host animals, causing abortions and sterility. They are shed in large numbers in the animal’s urine, milk, placental, and other fluids. Exposure to infected animals and their products causes brucellosis in humans \cite{18,28}. The rather non-specific signs of brucellosis may, in sub-Saharan Africa, lead to difficulty in distinguishing the disease clinically from typhoid, rheumatic fever, joint diseases, malaria and other conditions causing pyrexia \cite{13,21,24,30}. Bruce first isolated
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B. melitensis in 1887 and has since then emerged in many parts of the world. Brucellosis still persists today in the developing nations of Africa, West Asia and some regions of Latin America [18,23].

The global burden of human brucellosis remains enormous and causes more than 500,000 infections per year worldwide [16]. The role that pathogens play in structuring ecological communities needs to be examined from both a theoretical and empirical perspective [9]. An effective control of animal brucellosis requires surveillance to identify infected animal herds, prevention of transmission to non-infected animal herds, and elimination of the sources of infection in order to protect vulnerable animals or herds coupled with measures to prevent re-introduction of the disease. The initial aim of surveillance and control programmes is the reduction of infection in the animal populations to reduce the effect of the disease on animal health and production, thus minimizing its impact on human health [27]. In areas where a brucellosis-free status has been established or where such a status is assumed from epidemiological data, the risk of importing the disease by means of animal movement must be eliminated [36].

Culling is the process of removing breeding animals from a group based on specific criteria. This is done either to reinforce certain desirable characteristics or to remove certain undesirable characteristics from the group. For livestock and wildlife alike, culling usually implies the killing of the removed animals. This method is not usually employed because it is nearly impossible to control Brucella by culling, without reimbursement of farmers for their financial losses due to removal of infected animals [17]. It would be beneficial to compare the costs associated with culling to the total loss of revenue without culling.

Several researchers have modelled the dynamics of brucellosis [2,7,15,25,29]. A model for ovine brucellosis was designed by Aïnseba et al. [1] incorporating direct, indirect, and vertical transmission. It is similar to other SI models used to describe aspects of the population dynamics of brucellosis with these modes of transmission. Almeida and Louza [3], constructed a simple mathematical model of brucellosis in Portuguese dairy herds. Dobson and Meargher [9] modelled its ecology and epidemiology in Yellowstone National Park in the USA. Mathematical models have for long been used to study disease dynamics at cellular and population levels. In this paper, the model by Aïnseba et al. [1] is modified to include culling of the infected subjects. Stability, sensitivity and optimal control analyses are carried out to determine the best way to control brucellosis.

2. Model formulation and analysis

A mathematical model developed by Aïnseba et al. [1] is modified to include culling of the infected subjects. As in their model, transmission is considered to be through three mechanisms which include vertical, direct or indirect. Vertical transmission is from mother to offspring. Direct transmission is through contact with an infected individual. Lastly, indirect transmission is through contact with a contaminated environment. The ovine population at any time $t$ is divided into susceptible $S(t)$ and infected individuals $I(t)$. The proportion of the contaminated environment is denoted by $C(t)$. Let the per capita birth and death rates be $b$ and $d$, respectively. It is assumed that $0 < d \leq b$ [32]. Let a proportion $p$ of the newborns from infected mothers be infected. Therefore, the proportion that is susceptible at birth is $(1 - p)$. Direct transmission is due to contact with susceptible $S(t)$ and infected $I(t)$ at a rate $\beta$. It is assumed that the process of direct transmission follows the mass action law and therefore denoted by $\beta SI$. Indirect transmission is between contaminated environment $C(t)$ and susceptible individuals $S(t)$. If $\alpha$ is the rate of infection then $\alpha SC$ is the force of infection from contaminated environment to susceptible subjects which is also modelled by mass action law. Infected subjects contaminate the
environment at a rate $\eta$ before being removed by culling at rate $\gamma$. The production of contaminant in the environment is given by $\eta(1 - C)I$, and this is dependent on the remaining proportion of non-contaminated environment $(1 - C)$. The environment gets rid of the contaminant at a rate $\delta$.

The flux diagram for the described dynamics is shown in Figure 1, and the parameters and values are given in Table 1.

From Figure 1, parameter descriptions and assumptions, the following model is obtained:

$$\begin{align*}
\frac{dS}{dt} &= bS + (1 - p)bI - \left( d + \frac{b - d}{K} N \right) S - \beta SI - \alpha SC, \\
\frac{dI}{dt} &= pbI - \left( d + \frac{b - d}{K} N \right) I + \beta SI + \alpha SC - \gamma I, \\
\frac{dC}{dt} &= \eta(1 - C)I - \delta C,
\end{align*}$$

where $N = S + I$ is the total population. Adding the first two expressions of Equation (1), gives

$$\frac{dN}{dt} = (b - d)N \left( 1 - \frac{N}{K} \right) - \gamma I,$$

where $K$ is the carrying capacity. Let us assume from the logistic equation (2) that

![Figure 1. Schematic representation of the model. Note that all rates are dependent on the variable for the group from which they originate (Colour online).](image)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value per year</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b$</td>
<td>Per capita birth rate</td>
<td>0.83 births/subject</td>
<td>[1]</td>
</tr>
<tr>
<td>$d$</td>
<td>Per capita mortality rate</td>
<td>0.79 deaths/subject</td>
<td>[1]</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Percentage culling rate</td>
<td>Estimated, [0, 1]</td>
<td></td>
</tr>
<tr>
<td>$K$</td>
<td>Carrying capacity</td>
<td>$1.82 \times 10^7$ subjects</td>
<td>[1]</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Probability of vertical transmission</td>
<td>0.05</td>
<td>[1]</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Direct transmission</td>
<td>Estimated</td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Indirect transmission</td>
<td>Estimated</td>
<td></td>
</tr>
<tr>
<td>$\eta$</td>
<td>Contamination rate</td>
<td>Estimated</td>
<td></td>
</tr>
<tr>
<td>$\delta$</td>
<td>Disinfection rate</td>
<td>1.82 virus particles</td>
<td>[1]</td>
</tr>
</tbody>
</table>

Table 1: Parameter values for ovine brucellosis and their descriptions.
\( N(t) = K, \forall t \geq 0 \). This simplifies system (1) by replacing \( S(t) \) with \( K - I \) in the second equation \((dI/dt)\) of Equation (1)) to remain with two equations, one for the infectives and the other for the contaminated environment. The systems then reduces to

\[
\begin{align*}
\frac{dI}{dt} &= -(1-p)bI + \beta(K-I)I + \alpha(K-I)C - \gamma I, \\
\frac{dC}{dt} &= \eta(1-C)I - \delta C.
\end{align*}
\]

(3)

Considering \( i(t) = I(t)/K \) to be the fraction of the infected individuals in the community, then Equation (3) simplifies to

\[
\begin{align*}
\frac{di}{dt} &= -(1-p)bi + \beta K(1-i)i + \alpha(1-i)C - \gamma i, \\
\frac{dC}{dt} &= \eta K(1-C)i - \delta C.
\end{align*}
\]

(4)

The model in Equation (4) will be analysed for stability and other important parameters for disease spread.

### 2.1. Equilibrium and stability analysis

From Equation (4) it can be noted that \((0,0)\) is an equilibrium state. Therefore, the disease-free equilibrium state is given by \( E_*(0) = (0,0) \). To obtain the endemic equilibrium point, let us assume fast dynamics in the environment and set the left-hand side of Equation (4) to zero to give

\[
C^* = \frac{\eta Ki^*}{\eta Ki^* + \delta},
\]

(5)

which is strictly positive since \( i^* \in (0,1] \). Substituting for \( C^* \) from Equation (5) into the first expression (i.e. the \( dI/dt \) equation) of Equation (4) leads to

\[
[(1-p)b + \gamma]i^* = \left( \beta K(1-i^*) + \alpha(1-i^*) \frac{\eta K}{\eta Ki^* + \delta} \right)i^*.
\]

(6)

This gives one solution as \( i^* = 0 \), which is the disease-free equilibrium point. Simplifying Equation (6) gives

\[
i^{*2} - \left[ 1 - \frac{\delta}{\eta K} - \frac{\alpha}{\beta K} - \frac{(1-p)b + \gamma}{\beta K} \right]i^* - \left[ \frac{\delta}{\eta K} + \frac{\alpha}{\beta K} - \frac{(1-p)b + \gamma\delta}{\beta \eta K^2} \right] = 0.
\]

(7)

Solving this equation gives two roots. One is negative and biologically meaningless, and a positive root given by

\[
i^* = \frac{1}{2} \left\{ \phi^* + \sqrt{\phi^*^2 - 4 \left[ \frac{\delta}{\eta K} + \frac{\alpha}{\beta K} - \frac{(1-p)b + \gamma\delta}{\beta \eta K^2} \right]} \right\},
\]

(8)

where \( \phi^* = 1 - \delta/\eta K - \alpha/\beta K - (1-p)b + \gamma/\beta K \). This is the point at which the disease has stabilized within the population.
The Jacobian of Equation (4) at steady state is given by

\[
J^* = \begin{bmatrix}
-(1-p)b - \gamma + \beta K - 2\beta Ki^* - \alpha C^* \\
\alpha(1-i^*)
\end{bmatrix}
\eta K(1 - \frac{C^*}{C} - \frac{\gamma}{\delta}) - \eta K i^* - \delta.
\]

(9)

To determine the prevalence of infection during the initial stages of the disease, the eigenvalues of Jacobian in Equation (9) at the disease-free equilibrium are examined. The Jacobian matrix at \(E^*(0)\) is given by

\[
J^*(0) = \begin{bmatrix}
-(1-p)b - \gamma + \beta K \\
\frac{\alpha}{\eta K}
\end{bmatrix}
\eta K(1 - \frac{C^*}{C} - \frac{\gamma}{\delta}) - \eta K i^* - \delta.
\]

(10)

From the Jacobian in Equation (10), stability of the disease-free state \((E^*(0))\) is determined. Observe \(E^*(0)\) is feasible if the trace is negative and determinant positive. Note from the Jacobian that the trace is negative if

\[
\beta K < (1-p)b + \gamma + \delta.
\]

(11)

Note that the right-hand side of Equation (11) is greater than 1 since \(\delta > 1\); (see Table 1). At the beginning of infection, considering one infected subject introduced into a population of susceptibles, then \(\beta \approx 1/N\), where \(N\) is the initial population size. This implies that \(\beta K < 1\) (since \(N \geq K\)), and since \(\delta > 1\), then \(\beta K < (1-p)b + \gamma + \delta\). Thus, the trace of Jacobian (10) is negative.

Further the determinant must be greater than zero to prove stability of this point. The determinant is given by

\[
\frac{\beta K}{(1-p)b + \gamma} + \frac{\alpha \eta K}{\delta[(1-p)b + \gamma]} < 1 \Rightarrow R_0 < 1,
\]

where

\[
R_0 = \frac{\beta K}{(1-p)b + \gamma} + \frac{\alpha \eta K}{\delta[(1-p)b + \gamma]}.
\]

(12)

The basic reproduction number, \(R_0\), is the number of new infections that will result from one infective subject when introduced into a completely susceptible population [10]. The expression of \(R_0\) has two terms, one for direct and the other for indirect transmission of the disease during the culling process of the infected. This number gives us an insight on how fast the disease is spreading. \(R_0 < 1\) means that on average, an infected individual causes less than one new infected individual over the course of the infectious period and \(R_0 > 1\) implies that an infected individual produces more than one new infection. Therefore, the disease will die out when \(R_0 < 1\) and it will invade the population and persist when \(R_0 > 1\). Thus, the disease-free state is stable if \(R_0 < 1\), and unstable otherwise. When \(R_0 > 1\), an endemic equilibrium exists.

### 2.2. Sensitivity analysis of the model

The sensitivity indices of the reproductive number to the parameters in the model are calculated to find out how crucial each parameter is to disease transmission and prevalence. Sensitivity analysis is commonly used to determine the robustness of model predictions to parameter values since there are errors in data collection and the presumed parameter values. In this study, it is
used to discover parameters that have a high impact on $R_0$ and should be targeted by intervention strategies. Sensitivity indices allow us to measure the relative change in a state variable when a parameter changes. The normalized forward sensitivity index of a variable to a parameter is the ratio of the relative change in the variable to the relative change in the parameter [8]. When the variable is a differentiable function of the parameter, the sensitivity index may be alternatively defined using partial derivatives. In determining how best to reduce mortality and morbidity due to brucellosis, it is necessary to know the relative importance of the different factors responsible for its transmission and prevalence. Initial disease transmission is directly related to the basic reproduction number, $R_0$, and disease prevalence is directly related to the endemic equilibrium point, specifically to the magnitudes of $i^*$ and $C^*$. These variables are relevant to the infectious subjects and the contaminated environment. $i^*$ is especially important because it represents those who are ill from brucellosis and is directly related to the total number of deaths. This section presents the assessment of the magnitude and direction of change inherent in the model as captured by the terms which define $R_0$. The sensitivity indices of the model parameters are computed using the approach in Chitnis et al. [8].

For our model, the baseline values used are summarized here and their values taken from the literature where possible. Some parameters are fixed in order to investigate several scenarios. For example, all newborns from an infected mother are infected at birth, but 95% of them recover after a short time [14]. We therefore neglect this short time and assume that 95% of the newborns are susceptible. The probability of vertical transmission $p$ is therefore set to between 0 % and 5%. Using explicitly the formula in Equation (12), an analytical expression for the sensitivity of $R_0$ is equivalent to $\gamma^*_R = \partial R_0 / \partial j / R_0$, to each of the parameters $j$ described in Table 1.

The normalized forward sensitivity index of a variable, $u$, that depends differentially on a parameter, $y$, is defined as

$$\gamma^u_y = \frac{\partial u}{\partial y} \times \frac{y}{u}$$

see [8] and the references therein. (13)

The positive sign of the index shows that when the value of the parameter is increased, the value of $R_0$ increases and when the value of the parameter is reduced, the value of $R_0$ decreases. The negative sign of the index shows that when the value of the parameter is increased, the value of $R_0$ reduces and when the value of the parameter is reduced, the value of $R_0$ increases. The magnitudes of the indices are used to compare and determine sensitivity of the parameters of the model. For example, the sensitivity index of $R_0$ on parameter $K$ is given by

$$\gamma^K_{R_0} = \frac{\partial R_0}{\partial K} \times \frac{K}{R_0} = \frac{\partial}{\partial K} \left[ \frac{\beta K}{(1-p)b + \gamma} + \frac{\alpha \eta K}{\delta (1-p)b + \gamma} \right] \times \frac{K}{\beta K/(1-p)b + \gamma + \alpha \eta K/\delta (1-p)b + \gamma} = +1.$$  

The positive sign of the index shows that when the carrying capacity $K$ is increased, $R_0$ increases. When it is reduced, $R_0$ decreases. This process is carried out for all the parameters in the expression for $R_0$. These are obtained and the results of the respective indices are summarized in Table 2.

Results from the table show that the most sensitive parameter to the basic reproduction number at 90% culling is the carrying capacity $K$ and the rate of direct transmission rate $\beta$. Since direct transmission of Brucella follows mass action, increasing carrying capacity $K$ and transmission rate $\beta$ will increase disease prevalence. On the other hand, $\gamma$ has the highest negative impact on $R_0$ followed by $b$. Increasing $\gamma$, the culling rate and $b$, the per capita birth rate reduces the initial set off of Brucella. Similar to $R_0$, the carrying capacity has the greatest positive impact on the endemic equilibrium state. It is followed by $\gamma$, $b$, $\delta$ and $\alpha$. For the 50% culling rate, a similar
Table 2. Sensitivity indices of $R_0$ and $i^*$ to the parameters of the model in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>90% culling rate</th>
<th>50% culling rate</th>
<th>90% culling rate</th>
<th>50% culling rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b$</td>
<td>-0.4670</td>
<td>+0.9340</td>
<td>-0.6120</td>
<td>+1.2239</td>
</tr>
<tr>
<td>$d$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>-0.5330</td>
<td>+1.0660</td>
<td>-0.3880</td>
<td>+0.7761</td>
</tr>
<tr>
<td>$K$</td>
<td>+1.0000</td>
<td>+2.5000</td>
<td>+1.0000</td>
<td>+2.5000</td>
</tr>
<tr>
<td>$p$</td>
<td>+0.0246</td>
<td>-0.0492</td>
<td>+0.0322</td>
<td>-0.0644</td>
</tr>
<tr>
<td>$\beta$</td>
<td>+1.0000</td>
<td>-2.0000</td>
<td>+1.0000</td>
<td>-2.0000</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>+1.3736e-7</td>
<td>+6.8681e-8</td>
<td>+1.3736e-7</td>
<td>+6.8681e-8</td>
</tr>
<tr>
<td>$\eta$</td>
<td>+1.3736e-7</td>
<td>-0.5000</td>
<td>+1.3736e-7</td>
<td>-0.5000</td>
</tr>
<tr>
<td>$\delta$</td>
<td>-1.3736e-7</td>
<td>+0.5000</td>
<td>-1.3736e-7</td>
<td>+0.5000</td>
</tr>
</tbody>
</table>

Notes: The basic reproduction number at 90% culling rate is 0.6467, for 50% is 0.8475, and a 10% culling rate gives $R_0 = 1.2290$. The indices given in the table arise from 90% and 50% culling rates.

trend is observed in the positively correlated parameters. However, for the negative correlation, $b$ has the highest negative impact on initial disease development as compared to $\gamma$. The same observation is made in the sensitivity indices of the parameters to the endemic equilibrium point. From these observations, the following proposition is made:

**Corollary 2.1** To reduce Brucella propagation, the carrying capacity of the population and direct transmission within the herd should be reduced. On the other hand, during disease prevalence and removal rate of about 50%, instead of increasing culling, emphasis should be focused on reducing new births into the population.

In the next subsection, an optimal control problem is designed to determine the best strategy to reduce brucellosis in the population.

### 2.3. Analysis of optimal control

Optimal control has been applied in the study of infectious diseases such as those in [5,19,33]. For our model, to analyse the optimal level of effort needed to control the spread of brucellosis infection in animals we modify Equation (1) by introducing time-dependent controls $u_1(t)$, $u_2(t)$ and $u_3(t)$ as given in the following system:

$$
\frac{dS}{dt} = bS + (1 - p)bI - \left(d + \frac{b - d}{K}N\right)S - (1 - u_1(t))\beta SI - \alpha SC,
$$

$$
\frac{dI}{dt} = pbI - \left(d + \frac{b - d}{K}N\right)I + (1 - u_1(t))\beta SI + \alpha SC - u_2(t)\gamma I,
$$

$$
\frac{dC}{dt} = (1 - u_2(t))\eta(1 - C)I - \delta C.
$$

The control $u_1(t)$, where $0 \leq u_1 \leq 1$, works at reducing the exposure of susceptible animals to those that are infected. This can be achieved by avoiding commingling of animals coming from different herds or flocks and restrict animal movement from infected area to other areas. The costs associated with this control include using zero grazing or avoiding nomadic pastoralism, and construction of markets. The control, $u_2(t)$ ($0 \leq u_2 \leq 1$), models the effort required to reduce the spread of brucellosis by reducing the degree of environmental contamination. This can be achieved by burning the aborted foetus, tissues and discharges of the infected animals. Furthermore, maintenance of a healthy environment through a hygiene programme which includes
cleaning and disinfection can be employed [12]. The third control \( u_3(t) (0 \leq u_3 \leq 1, 0 \) for no control effort and 1 for 100\% control effort where all infected animals are removed from the herd) models the efforts required in removing of the infected animals from the population. For a successful control of brucellosis through culling, the effort is required in identification of the infected animals and also adherence to the exercise. The cost associated with culling can be related to one of immediate slaughter of all animals which test positive. This method requires owners’ cooperation and compensation is usually necessary. Test and slaughter policy may be more costly for sheep and goats where the test is less reliable. For successful control of brucellosis, the control programmes must be properly planned, coordinated and resourced. Furthermore, education and information are essential to ensure cooperation at all levels in a community.

The goal is to minimize the number of infected animals in a community \((I)\) while keeping the cost associated with controls \(u_1, u_2\) and \(u_3\) as minimum as possible. Therefore, we seek to minimize the objective functional \(J\) defined over a feasible set of control \(u_1, u_2\) and \(u_3\) applied over the pre-defined finite time interval \([t_0, t_f]\) given by

\[
J = \int_{t_0}^{t_f} \left\{ AI + \frac{1}{2} W_1 u_1^2 + \frac{1}{2} W_2 u_2^2 + \frac{1}{2} W_3 u_3^2 \right\} e^{-\sigma t} dt. \tag{15}
\]

In the objective functional, \(AI\) is the cost associated with infections, while \(W_1, W_2, W_3\), are relative or additional cost weights for each control measure, with \(\sigma\) as the discount factor, where \(\sigma \in [5\%, 10\%]\). Intuitively, this says that further costs are less costly. The choice of the quadratic costs on the controls is done in a similar way as in previous mathematical models such as in [11,31]. Therefore, an optimal control \(u_1^*, u_2^*, u_3^*\) is sought such that

\[
J(u_1^*, u_2^*, u_3^*) = \min_{u_1,u_2,u_3 \in U} J(u_1, u_2, u_3), \tag{16}
\]

for \(U = \{(u_1, u_2, u_3)|u_1, u_2, u_3\}\) is Lebesgue measurable on \([t_0, t_f]\). The necessary conditions that an optimal control must satisfy are derived from the Pontryagin’s Maximum Principle [31]. It converts Equations (16)–(18) into a problem of minimizing a point-wise Hamiltonian \(H\), with respect to \(u_1, u_2\) and \(u_3\) given by

\[
H = \left\{ AI + \frac{1}{2} W_1 u_1^2 + \frac{1}{2} W_2 u_2^2 + \frac{1}{2} W_3 u_3^2 \right\} e^{-\sigma t} \]
\[+ \lambda_5 \left\{ bS + (1-p)bI - \left( d + \frac{b-d}{K} \right) S - (1-u_1(t))\beta SI - \alpha SC \right\} \]
\[+ \lambda_I \left\{ pbI - \left( d + \frac{b-d}{K} \right) I + (1-u_1(t))\beta SI + \alpha SC - u_3(t)\gamma I \right\} \]
\[+ \lambda_C ((1-u_2(t))\eta(1-C)I - \delta C), \tag{17}\]

where the \(\lambda_5, \lambda_I\) and \(\lambda_C\) are the costate variables corresponding to the respective state variables. The existence of an optimal control is summarized in Theorem 2.2.

**Theorem 2.2** Consider the control problem with system equations (14). There exist \(\tilde{u}^* = (u_1^*, u_2^*, u_3^*) \in U\) such that

\[
J(u_1^*, u_2^*, u_3^*) = \min_{u_1,u_2,u_3 \in U} J(u_1, u_2, u_3).
\]

**Proof** The proof given in [11, Theorem 4.1, pp. 68–69] is valid here as such: the set of controls and corresponding state variables is non-empty. The control set \(U\) is closed and convex. The right
hand of the state system (14) is bounded by a linear function in state and in control. The integrand of the objective functional (15) is convex on the control set \( U \), and there exist constants \( c_1, c_2 > 0 \) and \( \beta > 1 \) such that \( (AI + W_1u_1^2 + W_2u_2^2 + W_3u_3^2)e^{-\sigma t} \geq c_1(|u_1|^2 + |u_2|^2 + |u_3|^2)^{\beta/2} - c_2 \). So the conditions for the existence of an optimal control are satisfied.

By differentiating \( H \) with respect to each state variable, the differential equation for the associated costate is obtained. That is,

\[
\frac{d\lambda_S}{dt} = -\frac{\partial H}{\partial S}, \quad \frac{d\lambda_I}{dt} = -\frac{\partial H}{\partial I} \quad \text{and} \quad \frac{d\lambda_C}{dt} = -\frac{\partial H}{\partial C}.
\]

This gives

\[
\frac{d\lambda_S}{dt} = \lambda_S \left[ \left( d + \frac{b - d}{N} \right) - b \right] + ((1 - u_1(t))\beta + \alpha C)(\lambda_S - \lambda_I),
\]

\[
\frac{d\lambda_I}{dt} = -Ae^{-\sigma t} - \lambda_S(1 - p)b + \lambda_I \left[ \left( d + \frac{b - d}{N} \right) + u_3(t)\gamma - pb \right]
+ (1 - u_1(t))\beta S[\lambda_S - \lambda_I] - \lambda_C \left[ (1 - u_2(t))\eta(1 - C) \right],
\]

Figure 2. Simulation of the model with \( u_1 \neq 0, u_2 = 0, u_3 = 0 \). The blue circled line in (a), the pink diamond line in (b) and the red squared line in (c) show the model run in the absence of any control effort. In the same figures (i.e. (a), (b) and (c)), the circled black lines represent the variables run in the presence of control efforts described. In subfigure (d), the green circles are for control \( u_1 \), purple square for \( u_2 \), and brown cross are for \( u_3 \). Other parameter values are given in Table 1 (Colour online).
\[ \frac{d\lambda_C}{dt} = \alpha S[\lambda_S - \lambda_I] + \lambda_C[(1 - u_2(t))\eta I + \delta], \]  \tag{18}

with transversality conditions

\[ \lambda_S(t_f) = \lambda_I(t_f) = \lambda_C(t_f) = 0. \]  \tag{19}

The optimality conditions are obtained by finding the partial derivative of the Hamiltonian equation (17) with respect to each control variable and solving the optimal control point where the derivative vanishes. That is,

\[ \frac{\partial H}{\partial u_1}|_{u_1^*} = 0, \quad \frac{\partial H}{\partial u_2}|_{u_2^*} = 0 \quad \text{and} \quad \frac{\partial H}{\partial u_3}|_{u_3^*} = 0. \]  \tag{20}

By applying the boundary condition of each control, the solution of Equation (20) gives

\[ u_1^* = \max \left\{ 0, \min \left\{ 1, \frac{\beta S^* I^*(\lambda_I - \lambda_S)}{W_1} e^{\sigma t} \right\} \right\}, \]

\[ u_2^* = \max \left\{ 0, \min \left\{ 1, \frac{\lambda_C \eta (1 - C^*) I^*}{W_2} e^{\sigma t} \right\} \right\}, \]

Figure 3. Simulation of the model with \( u_1 = 0, u_2 \neq 0, u_3 = 0 \). The blue circled line in (a), the pink diamond line in (b) and the red squared line in (c) show the model run in the absence of any control effort. In the same figures (i.e. (a), (b) and (c)), the circled black lines represent the variables run in the presence of control efforts described. In subfigure (d), the green circles are for control \( u_1 \), purple square for \( u_2 \), and brown cross are for \( u_3 \). Other parameter values are given in Table 1 (Colour online).
\[ u_3^* = \max \left\{ 0, \min \left\{ 1, \frac{\lambda_I y I^*}{W_3 e^{\sigma t}} \right\} \right\} , \]  

where \( \lambda_S, \lambda_I \) and \( \lambda_C \) are the solutions of Equation (18). The state system in Equation (14), costate Equation (18) and the control set in Equation (21) will be simulated numerically to study our optimal control problem.

3. Numerical results and discussion

In this section, the numerical results of the optimal control model for brucellosis are studied. The optimal control is obtained by solving the optimality system of six ordinary differential equations from the state and costate equations. An iterative scheme is used to solve the optimality system. First, the state equations are solved with a guess for the controls over the simulated time using the fourth-order Runge–Kutta scheme. The controls are then updated by using a convex combination of the previous controls and the value from the characterizations in Equation (21). This process is repeated and iterations are stopped if the values of the unknowns at the previous iterations are very close to the ones at the present iterations [31]. These steps are summarized in the Algorithm 1. More information on iterative approach can be obtained in [4,22].

![Figure 4](https://via.placeholder.com/150)

**Figure 4.** Simulation of the model with \( u_1 = 0, u_2 = 0, u_3 \neq 0 \). The blue circled line in (a), the pink diamond line in (b) and the red squared line in (c) show the model run in the absence of any control effort. In the same figures (i.e. (a), (b) and (c)), the circled black lines represent the variables run in the presence of control efforts described. In subfigure (d), the green circles are for control \( u_1 \), purple square for \( u_2 \), and brown cross are for \( u_3 \). Other parameter values are given in Table 1 (Colour online).
**Algorithm 1**: Optimal control

1. Subdivide the time interval \([t_0, t_f]\) into \(N\) equal subintervals. Set the state variable at different times as \(\tilde{x} = x(t)\) and assume a piecewise-constant control \(u_j^{(0)}(t), t \in [t_k, t_{k+1}]\), where \(k = 0, 1, \ldots, N - 1\) and \(j = 1, 2, 3\).

2. Apply the assumed control \(u_j^{(0)}(t)\) to integrate the state system with an initial condition \(\tilde{x}(t_0) = \{S(0), I(0), C(0)\}\) forward in time \([t_0, t_f]\) using the fourth-order Runge–Kutta method.

3. Apply the assumed control \(u_j^{(0)}(t)\) to integrate the costate system with the transversality condition \(\tilde{\lambda}(t_f) = \{\lambda_S(t_f), \lambda_I(t_f), \lambda_C(t_f)\}\) backward in time \([t_f, t_0]\) using the fourth-order Runge–Kutta method.

4. Update the control by entering the new state and costate solutions \(\tilde{x}\) and \(\tilde{\lambda}\), respectively, through the characterization equation (21).

5. STOP the algorithm if \(\frac{\|\tilde{x}^{i+1} - \tilde{x}^i\|}{\|\tilde{x}^{i+1}\|} < \varepsilon\) (see [20]); otherwise update the control using a convex combination of the current and previous control and GO to step 2. Here, \(\tilde{x}^i\) is the \(i\)th iterative solution of the state system and \(\varepsilon\) is an arbitrarily small positive quantity.

---

**Figure 5.** Simulation of the model with \(u_1 \neq 0, u_2 \neq 0, u_3 = 0\). The blue circled line in (a), the pink diamond line in (b) and the red squared line in (c) show the model run in the absence of any control effort. In the same figures (i.e. (a), (b) and (c)), the circled black lines represent the variables run in the presence of control efforts described. In subfigure (d), the green circles are for control \(u_1\), purple square for \(u_2\), and brown cross are for \(u_3\). Other parameter values are given in Table 1 (Colour online).
A simple model of brucellosis in the presence of culling as a control for disease spread is designed. Results obtained without culling are compared to those from the different strategies applied as standalone or concurrently. For numerical simulation, the weight factors used are $A = 250$, $W_1 = 192$, $W_2 = 120$ and $W_3 = 80$. The discount rate used is $\sigma = 0.05$, while $\varepsilon$ is set to 0.0001. The true value of weight factors are not well known since they require extensive field work and data mining. The values used here are intended only for theoretical purposes to investigate the effect of various control practices. For example, $A$ would represent the loss in productivity and income of farmers due to brucellosis infection, $W_1$ the cost of reducing the exposure of susceptible animals to brucellosis infections (units: USD per level of protection), $W_2$ the cost of reducing environmental contamination say by burning manure of infected animals (units: USD per level of sanitation), and $W_3$ the cost of reducing transmission of brucellosis within the herd by removing the infected through culling (units: USD per proportion of infection prevented). All control variables are constrained between zero and one ($0 \leq u_j(t) \leq 1$, for $j = 1, 2, 3$). When the control is set to zero, it means that there is no effort invested and when it is one, the maximum control effort is invested. A convex combination of the current and previous control is done in order to update the control. Generally, it can be written as $u_{\text{current}} \times (1 - \alpha^k) + u_{\text{previous}} \times \alpha^k$, where $k$ is the current iteration and $0 < \alpha < 1$ [22]. These illustrations lead to Figures 2–8.

![Figure 6. Simulation of the model with $u_1 \neq 0, u_2 = 0, u_3 \neq 0$. The blue circled line in (a), the pink diamond line in (b) and the red squared line in (c) show the model run in the absence of any control effort. In the same figures (i.e. (a), (b) and (c)), the circled black lines represent the variables run in the presence of control efforts described. In subfigure (d), the green circles are for control $u_1$, purple square for $u_2$, and brown cross are for $u_3$. Other parameter values are given in Table 1 (Colour online).](image-url)
In Figures 2–4, each control is applied on its own, while setting others to zero. In comparison with no control, it is observed that with $u_1$, the percentage increase in susceptibles is 5.05%, the infectives are reduced by 4.03% while neither increase nor reduction is observed in the proportion of contaminated environment. The highest level of control is 25.95% (Figure 2). For control $u_2$, the percentage susceptible increase is 4.5%, $I$ is reduced by 2.13% and $C$ by 6.18%. However, it is important to note that this control reduced the level of contamination to 15.85%, which is 20.75% from the initial value (see Figure 3). The highest level of control is 40.47%. When control $u_3$ is used, the susceptibles are reduced by 5.80%, infectives by 10.26% and the environment by 7.93%, when the control applies at 90.6%. Note that among the three, this is the only control that reduced the number of susceptible population (Figure 4).

When the controls are applied in pairs while setting the third to zero, results indicate that for $u_1, u_2 \neq 0$, $S$ increased by 38.40%, $I$ reduced by 20.49% and $C$ decreased from 35.95 to 26.01 (27.61%). With this combination, after 6 years, the level of contamination reduced from 20% to 2.44% (87.79% reduction, see Figure 5). With $u_1, u_3 \neq 0$, $S$ decreased by 0.374%, $I$ by 13% and $C$ by 9.21% (Figure 6). Finally $u_2, u_3 \neq 0$ gave a 0.374 reduction in $S$, 13.46 in $I$ and 18.12% in $C$ (Figure 7).

Finally, when all the controls are applied simultaneously, $S$ increased by 5.27%, $I$ reduced by 17.42 and $C$ decreased by 22.85% (see Figure 8). This combination also reduced the level of contamination from 20% at $t = 0$, to 18.22% at $t = 1.5$. All these values are summarized in Table 3. With the above observations, the following conclusion is made:

![Figure 7. Simulation of the model with $u_1 = 0, u_2 \neq 0, u_3 \neq 0$. The blue circled line in (a), the pink diamond line in (b) and the red squared line in (c) show the model run in the absence of any control effort. In the same figures (i.e. (a), (b) and (c)), the circled black lines represent the variables run in the presence of control efforts described. In subfigure (d), the green circles are for control $u_1$, purple square for $u_2$, and brown cross are for $u_3$. Other parameter values are given in Table 1 (Colour online).](image-url)
Corollary 3.1 The best overall strategy for controlling brucellosis is a combination of $u_1$ and $u_2$, which is preventing direct transmission while controlling the contamination of the environment, but it may not be the cheapest.

3.1. Discussion and conclusions

Table 3 summarizes the numerical results of our control problem in Figures 2–8. The table gives the highest percentage values of the variables, together with the lowest values and the respective times they are attained. It is observed from the table that the highest percentage of non-infected susceptibles $S$ (76.48%) is achieved when controls $u_1$ and $u_2$ are used in combination with each other. In turn, this gives the smallest percentage of non-removed infected subjects (54.10%), and the least per cent of contaminated environment, (2.442%). To achieve these results, control $u_1$ was applied at 34.42% (the highest value for this control in our profile) and control $u_2$ worked at 95.42%, which is also the highest nominal value among all controls. Thus, although effective, this profile may not be the cheapest. The second best control strategy is when all the three controls $u_1$, $u_2$ and $u_3$ are used in combination. This leaves only 33.77% of non-infected susceptibles, 56.19% non-removed infected and 18.22% proportion of contaminated environment. Looking at the values of the controls, it is further observed that to achieve this, $u_1$ works at 16.6%, $u_2$ at 24.19% and $u_3$ at 82.52%. Still, this may not provide the cheapest control method.

Figure 8. Simulation of the model with $u_1 \neq 0$, $u_2 \neq 0$, $u_3 \neq 0$. The blue circled line in (a), the pink diamond line in (b) and the red squared line in (c) show the model run in the absence of any control effort. In the same figures (i.e. (a), (b) and (c)), the circled black lines represent the variables run in the presence of control efforts described. In subfigure (d), the green circles are for control $u_1$, purple square for $u_2$, and brown cross are for $u_3$. Other parameter values are given in Table 1 (Colour online).
Table 3. Table showing the highest and lowest values (in percentages), for each variable and the times at which they are achieved when different strategies for respective controls are applied.

<table>
<thead>
<tr>
<th></th>
<th>$u_1, u_2, u_3 = 0$</th>
<th>$u_1 \neq 0$</th>
<th>$u_2 \neq 0$</th>
<th>$u_3 \neq 0$</th>
<th>$u_1, u_2 \neq 0$</th>
<th>$u_1, u_3 \neq 0$</th>
<th>$u_2, u_3 \neq 0$</th>
<th>$u_1, u_2, u_3 \neq 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>Highest value</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Lowest value</td>
<td>32.08</td>
<td>33.70</td>
<td>33.41</td>
<td>30.22</td>
<td>76.48</td>
<td>31.96</td>
<td>31.96</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>6</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>6</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>I</td>
<td>Highest value</td>
<td>68.04</td>
<td>65.30</td>
<td>66.59</td>
<td>61.06</td>
<td>54.10</td>
<td>59.15</td>
<td>58.88</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>9</td>
<td>12</td>
<td>15</td>
<td>3</td>
<td>15</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Lowest value</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>Highest value</td>
<td>35.93</td>
<td>35.93</td>
<td>33.71</td>
<td>33.08</td>
<td>26.01</td>
<td>32.62</td>
<td>29.42</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>9</td>
<td>9</td>
<td>15</td>
<td>3</td>
<td>15</td>
<td>3</td>
<td>4.5</td>
</tr>
<tr>
<td></td>
<td>Lowest value</td>
<td>20</td>
<td>20</td>
<td>15.85</td>
<td>20</td>
<td>2.442</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>0</td>
<td>0</td>
<td>1.5</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>1.5</td>
</tr>
<tr>
<td>$u_1$</td>
<td>At $t = 0$</td>
<td>0</td>
<td>0.1683</td>
<td>0</td>
<td>0</td>
<td>0.2</td>
<td>0.1155</td>
<td>0.1155</td>
</tr>
<tr>
<td></td>
<td>Highest value</td>
<td>–</td>
<td>0.2595</td>
<td>0</td>
<td>0</td>
<td>0.3442</td>
<td>0.1392</td>
<td>0.1660</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>0</td>
<td>1.5</td>
<td>–</td>
<td>–</td>
<td>1.5</td>
<td>1.5</td>
<td>–</td>
</tr>
<tr>
<td>$u_2$</td>
<td>At $t = 0$</td>
<td>0</td>
<td>0</td>
<td>0.2</td>
<td>0</td>
<td>0.2686</td>
<td>0</td>
<td>0.1395</td>
</tr>
<tr>
<td></td>
<td>Highest value</td>
<td>0</td>
<td>0</td>
<td>0.4047</td>
<td>0</td>
<td>0.9542</td>
<td>0</td>
<td>0.1824</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>–</td>
<td>1.5</td>
<td>–</td>
<td>–</td>
<td>3</td>
<td>–</td>
<td>1.5</td>
</tr>
<tr>
<td>$u_3$</td>
<td>At $t = 0$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.1871</td>
<td>0</td>
<td>0.1878</td>
<td>0.1890</td>
</tr>
<tr>
<td></td>
<td>Highest value</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.9060</td>
<td>0</td>
<td>0.8750</td>
<td>0.8823</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>–</td>
<td>–</td>
<td>3</td>
<td>–</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

In conclusion, these results are obtained with the weight factors chosen for each control strategy. The true values of the weights are not well known and require extensive field work and data mining. The weights used here are intended only for theoretical purposes to investigate the effect of various control practices. The results can be improved by inclusion of the salvage term in the objective functional if the true weight values are known. In our study, however, inclusion of such a term would not have a significant impact on the overall conclusion of this optimal control problem. This has, however, availed to us with a future control problem.
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